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Abstract— Recent advancements in robotics, control, and ma-
chine learning have facilitated progress in the challenging area
of object manipulation. These advancements include, among
others, the use of deep neural networks to represent dynamics
that are partially observed by robot sensors, as well as effective
control using sparse control signals. In this work, we explore
a more general problem: the manipulation of acoustic waves,
which are partially observed by a robot capable of influencing
the waves through spatially sparse actuators. This problem
holds great potential for the design of new artificial materials,
ultrasonic cutting tools, energy harvesting, and other applica-
tions. We develop an efficient data-driven method for robot
learning that is applicable to either focusing scattered acoustic
energy in a designated region or suppressing it, depending on
the desired task. The proposed method is better in terms of
a solution quality and computational complexity as compared
to a state-of-the-art learning based method for manipulation
of dynamical systems governed by partial differential equa-
tions. Furthermore our proposed method is competitive with
a classical semi-analytical method in acoustics research on the
demonstrated tasks. We have made the project code publicly
available, along with a web page featuring video demonstra-
tions: https://gladisor.github.io/waves/.

I. INTRODUCTION

Manipulation has long been a central challenge in robotics
[1], [2]. Robots are frequently tasked with physically inter-
acting with their environment, be it through picking, placing,
or altering objects in a variety of applications, from industrial
manufacturing [3], [4] to healthcare [5], [6]. In this work,
we explore robotic manipulation on a class of vastly more
complex phenomena: acoustic waves.

Manipulation of acoustic waves introduces unique challenges
on several fronts. Unlike traditional object manipulation,
where the robot operates in direct contact with the object,
wave manipulation involves indirect influence through inter-
mediary tools such as leveraging the interaction between the
scatterers and the incident field [7]–[9]. Further complicating
the task, acoustic waves propagate at an extremely rapid
speed [10] compared to robotic actuation. Lastly, designing
an optimal controller for wave manipulation requires knowl-
edge about the state of wave, which is a function of time and
space, and usually can be only partially observed.

Establishing robust control of acoustic waves has wide
reaching applications. Robotic systems capable of manipu-
lating waves can lead to groundbreaking technologies, such
as seismic wave mitigation [11], [12] and super-focusing
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Fig. 1. Schematic representation of interaction between an agent and
acoustic wave. The agent observes wave through its ‘Sensor’ readings,
and affects it back by choosing the optimal locations and radii of the
cylindrical scatterers (gray blobs) according to its ‘Controller’ (policy).
Wave propagates with the speed of sound according to the Wave PDE,
while robot dynamics (actuation of the cylinders) is an order of magnitude
slower time scale. ‘Excitation’ represents an exogenous source of acoustic
energy (e.g., speaker). The ‘Dissipation’ layer prevents wave reflections
from the boundaries and allows for the efficient simulation of open space
(infinite) environments. Robot’s policy is trained to achieve a desired wave
configuration such as focusing energy in a particular location or minimizing
total scattered energy.

devices for high-resolution ultrasound imaging and surgery
[13], [14]. Mastering wave manipulation opens the door to
these and many other downstream technologies.

Aside from numerical methods like finite difference [15]–
[17] and discontinuous Galerkin [18], [19], which rely on
computationally intensive simulations, as well as the Re-
duced Order Model approach [20], [21], typically suited
for low-frequency wave components, there are two main
approaches for wave manipulation. The first one assumes an
analytical solution to the wave equation, which is a partial
different equation (PDE) [22]. If such an analytical solution
can be obtained, it is used in conjunction with gradient based
optimization (GBO) techniques to perform optimization over
a system parameters [8], [23]–[25], towards a desired control
objective. However, in general, an analytical solution to a
PDE with arbitrary initial and boundary conditions is un-
known, which leads to simplifying and limiting assumptions
of the problem [8].

Another approach is based on machine learning and data-
driven methods. The existing data-driven methods for PDE
control suggest to learn wave dynamics from a large number
of samples in order to predict its response to a control
signal [26], [27]. Subsequently, this model can be used by
a predictive controller to select optimal actions. Usually the
learning of PDE dynamics is done by way of a black-box
neural network model such as a (long short term memory)
LSTM model [26], [27], Latent Evolution of PDE (LE-PDE)
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[28], or, more advanced methods such as a Neural Ordinary
Differential Equation (NODE) [29].

The main disadvantage of these black-box models is that
there is no guarantee that a model will learn essential
properties of the underlying dynamics of a PDE such as
forces, energy dissipation, or viscosity. Consequently, due to
the uninterpretable nature of black-box models, there is no
clear way to represent physical properties of a wave within
the model’s architecture. That hampers the applicability of
black-box models to important real-life applications such as
wave propagation in open space, which requires physically
meaningful dissipation of energy.

To address the gaps in the existing methods we design an
interpretable framework for realizable control of acoustic
waves. Our framework is specifically designed for adapta-
tion to real-world environments, effectively addressing key
challenges in wave manipulation. Namely: considering a
realizable actuation mechanism which affects the wave in
a sparse manner by inducing scattering is employed, actions
are selected by an agent on a slower timescale than wave
propagation, and observations of the wave state which could
be feasibly collected by sensors are provided as input to our
model. Furthermore, our framework addresses the lack of
interpretability [30] of previous-ML based methods by ex-
plicitly constraining a learnable latent representation to abide
by a one-dimensional (1D) wave equation. By construction,
physical meaning is assigned to quantities within the la-
tent space in the form of parameterized initial conditions,
boundary conditions, and constraints (explained in Section
V). Moreover, our framework allows for wave control in open
spaces, which we achieve by the design of a trainable data-
driven dissipation layer. To our best knowledge, the latter
has not been demonstrated before, while it is an essential
component in acoustics research, known as perfectly matched
layer (PML) [31], [32].

We demonstrate the application of our framework to two
important tasks in acoustics: sound suppression (minimiza-
tion of scattered energy in the domain) and sound focusing
(maximization of sound energy in a desired location). In
our experiments we show that our method is superior to a
standard ML dynamics model in these tasks, and competitive
with a semi-analytical GBO method. Our work is pioneering
research in dynamical control of acoustic waves. While this
work focuses on establishing control of a particular type of
PDE for wave phenomenon, it could be applied to control-
ling arbitrary systems governed by PDE such as wildfires,
pandemics, and eventually climate [33]–[35].

II. PRIOR WORK

There have been several attempts to apply machine learning
to the manipulation of complex phenomena governed by dif-
ferential equations. Overall there has been less focus on de-
signing systems that could be realized by real robots.

One approach used a surrogate dynamics model to enhance
reinforcement learning for PDE-governed systems [26]. The

authors did not prioritize realizability in this work, assuming
their agent could apply forces across the entire spatial do-
main of the 1D Kuramoto-Sivashinsky (KS) system—a non-
realistic scenario, as fluid manipulation typically involves
sparse control through rotating cylinders [27] or airfoils [36].
Additionally, their reliance on full state observability, with
an LSTM model trained on high-resolution simulation data,
limits its applicability to real-world systems, where only
sensor data is available.

A realizable approach to using ML for fluid dynamics manip-
ulation was demonstrated through MPC of a Navier-Stokes
governed system [27]. The authors made specific choices
to promote the realizability of their system, such as using
sparse control through rotating cylindrical devices as well as
assuming partial observability through sensors. Similar to the
example of KS manipulation [26], this work also employed
an LSTM architecture [27]. While the authors demonstrated
the success of their method, the sample efficiency of such an
architecture may not be optimal for modeling PDE dynamics.
Furthermore, the dynamics of an LSTM are not interpretable
and do not provide a straightforward pathway to incorporat-
ing domain knowledge from fluid dynamics.

Recent works have explored the incorporation of physics
knowledge in ML dynamics models [37], [38]. These works
and others [39] have shown that incorporating such knowl-
edge into the training of neural networks leads to better
generalization and sample efficiency. In their work, the
authors utilized Physics-Informed Neural Networks (PINNs)
[39] to model the dynamics of simple systems governed by
ODE in response to control. They demonstrated that their
PINN based dynamics models could effectively control a
mechanical multi-link manipulator [37], the Van der Pol
Oscillator [38], and the classic Four Tank System [38]. While
these works demonstrated that it is possible to incorporate
physics information into ML dynamics models, they are
restricted to Ordinary Differential Equation (ODE) systems
which are less general than PDEs are.

In the following sections, we present our approach which
incorporates prior knowledge of PDEs into learnt dynamics
models for the purpose of manipulating acoustic waves. In
our work, we prioritize realizability, with the goal of enabling
wave manipulation with real robots.

III. PRELIMINARIES

In this section, we introduce notations and provide an
overview of the problem. The formal problem definition and
its solution are provided in Sections IV and V.

A. Notations

We denote t ∈ R+, x ∈ Rdx and a(t) ∈ Rda as the
time coordinate, the space coordinate, and the agent’s action,
respectively. The partial derivative of a function w.r.t time is
denoted by ∂t. A differential operator, acting on a function
ζ(x, t) in a domain x ∈ Ω, is denoted by N (ζ; d(t), ℓ(x), t),
where d(t) and ℓ(x) represent functions controllable and
uncontrollable by the agent, respectively. Both d(t) and



ℓ(x) can affect the solution to the PDE, ∂tζ(x, t) =
N
(
ζ(x, t); d(t), ℓ(x), t

)
. We represent the state of a robot

observed at a particular time ti as d(ti) whereas a(t) repre-
sents actions applied over a time span t ∈ [ti, ti+1].

B. Wave-Robot Coupled Environment

The simulated environment we consider in this work is
defined by a PDE N for environment dynamics and an ODE
F for the robot dynamics. The agent indirectly interacts with
the environment through its actions, a(t), which influence
the robot, d(t). The latter represents a dynamically changing
boundary condition within the environmental domain, which
evolves according to a dynamical control system, F :

∂tζ(x, t) = N
(
ζ(x, t); d(t), ℓ(x), t

)
PDE (1)

a(t) = π
(
ζ(x, t), d(t)

)
Policy (2)

ḋ(t) = F (d(t), a(t)) ODE (3)

where π is an agent’s policy. In this setting the agent controls
a low dimensional state of the robot, which in turn affects the
function ζ(x, t) in the domain Ω. In the sequel we formally
define an optimization problem for sample-based derivation
of an optimal π from a partially observable function ζ(x, t).
In the interaction model, the ODE controls the PDE creating
nested dynamics with two different time scales.

C. Sparse Robotic Actuation

The separation between the agent actions, a(t), and the
environment ζ, through the robot, d(t), allows for a physical
realization of control of PDEs with a spatially sparse control.
This is because it is not usually possible to construct a
controller which is capable of directly acting on a PDE-
governed environment at every point in space.

In this work, we consider a robotic controller which is capa-
ble of manipulating acoustic waves by inducing scattering.
Specifically, the robot consists of a number of cylindrical
scattering devices that the agent can control through adjust-
ment of their position, radii, or both. In turn, the scattered
wave energy produced by reflection of incident waves upon
the scatterers can produce complex wave interference pat-
terns, resulting in energy focusing or suppression [8].

D. Wave Sensing

In practice, a sensor which is capable of fully observing wave
functions is not possible. Instead, real time total displacement
and pressure fields can be observed on discretized grids
through sensors such as microphone arrays and acoustic
cameras [40]. In our simulated environment, the pixels of the
sensor images are obtained by observing the displacement of
the wave function at points on a uniformly spaced grid over
Ω. We assume the agent can only partially observe the wave
function, ζ(x, t), via its sensors, which we denote as images:
Sensor

(
ζ(x, t)

)
= X(t) ∈ Rd1×d2 .

In the next section, we define the control problem, and then
propose a tractable method for its solution.

IV. PROBLEM DEFINITION

In the fully observable case, we can formally define the
control problem as minimization of a cost function in Eq. (4)
for t ∈ [ti, tf ], subject to the dynamics N of ζ and dynamics
F of d. A shorthand notation is used ζ = ζ(x, t):

min
a(·)

∫ tf

ti

||T (ζ(x, t′))− σ∗(t′)||2dt′, (4)

s.t.

{
∂tζ = N (ζ; d(t), ℓ(x), t),

ḋ(t) = F (d(t), a(t)).
(5)

where T (ζ(x, t)) = σ(t) is a function that computes a signal
we wish to predict and control, such as scattered energy, at
a particular location or in the entire domain, Ω. The goal of
this control problem is to select actions which influence ζ to
posses properties defined by a reference signal σ∗(t).

This problem is challenging, because of the coupling be-
tween ODE and PDE in the constraint in Eq. (5), and the
complexity of control of an entire function, ζ. Moreover,
wave propagates at a much higher speed in comparison to the
responsiveness of a physically realizable robot. That creates
two different time scales in the above-mentioned coupling,
which requires a particular consideration.

We assume the robot knows the dynamics, F , of its scatterers
which define the time-varying boundary conditions for the
wave, ζ. A direct solution to this problem is intractable, so
we propose to learn a low-dimensional dynamical control
system of ζ, which captures the essential properties of ζ,
and to utilize this low dimensional dynamics for the design
of control law.

V. PROPOSED SOLUTION

We propose to solve the problem defined in Section IV in
two stages. First, we learn a 1D dynamical control system,
z(x̄, t), which captures the essential properties of full dynam-
ics of wave ζ, such as energy distribution in space, scattering,
excitation, and dissipation. Second, we derive optimal actions
to control the energy distribution of ζ via its 1D model
z(x̄, t), which is used as a surrogate in the optimization of
Eq. (4). A shorthand notation is used z = z(x̄, t).

A. Learning the Reduced Dimensional Model

Given an initial sensor observation, X(ti), robot state d(ti),
and actions a(t), the agent constructs z for t ∈ [ti, tf ], a 1D
representation of the true function, ζ, in the reduced spatial
coordinates, x̄ ∈ Γ ⊂ R. Construction of z is accomplished
by way of two encoders shown in Figure 2 which output
functions defined over Γ: the wave encoder, W , and the robot
encoder, D:

Wµ : X(t) → [g(x̄, t), l(x̄)] (Wave Encoder) (6)
Dϕ : d(t) → c(x̄, t) (Robot Encoder) (7)

where c(x̄, t) and l(x̄) represent the environment components
which are controllable and uncontrollable by the agent’s
actions, respectively. This way c(x̄, t) and l(x̄) correspond
to d(t) and ℓ(x), respectively, in the original environment,



ζ. This separation is beneficial because it allows for explicit
representation of energy excitation and dissipation properties
of the original environment (cf., Figure 1) within l(x̄).
Additionally, Wµ outputs g(x̄, t), which defines the initial
conditions of z. We denote the parameters of Wµ and Dϕ

by θ
.
= [µ, ϕ].

Given these definitions, we introduce the following optimiza-
tion problem for t ∈ [ti, tf ]:

min
θ

{∫ tf

ti

||T
(
z(x̄, t′)

)
− T (ζ(x, t′)||2dt′ (8)

+

∫ tf

ti

∫
Γ

||∂tz(x̄, t′)−NΓ(z(x̄, t′); cϕ(x̄, t
′), lµ(x̄), t

′)||2dx̄dt′

(9)

+

∫
Γ

||z(x̄, ti)− gµ(x̄, ti)||2dx̄

}
(10)

s.t. ḋ(t) = F (d(t), a(t)),

where NΓ is a PDE similar to N that operates on a 1D space
Γ instead of Ω. Eq. (8) is the prediction loss for scattered
energy. Eq. (9) and Eq. (10) are the PDE consistency and
the initial condition losses, respectively. Notably, z implicitly
depends on θ through learnable gµ, and cϕ and lµ.

We chose a deep convolutional neural network to represent
Wµ, in Figure 2 (left), which maps the pixels of the sensor
observations X(t) onto functions over Γ. Similarly, the robot
encoder is implemented by an artificial neural network Dϕ, in
Figure 2 (right), maps the robot’s trajectory to latent control
functions. Since the dynamics of the robot in Eq. (3) are
known ahead of time, Dϕ can construct c(x̄, t) from an initial
robot state d(ti) and a(t).

In our method, z is constructed using numerical integration
of NΓ. Assuming prior knowledge of the governing equation
of ζ in lower dimensional space, the encoded initial condi-
tions, boundary conditions, and exogenous forces specify a
solution z. Relying on numerical integration to generate z
has the unique benefit of guaranteeing that it is a solution
to NΓ, while introducing no trainable parameters aside
from the encoders Wµ and Dϕ. This is in contrast to the
approaches that require an additional network (e.g., NODE)
to represent the dynamics NΓ of z, which increases sample
and computational complexity.

Our method requires the following data for training:

I = {
(
X(ti), d(ti), a(t), σ(t)

)
}Nk=1, (11)

where X(ti), d(ti), a(t), and σ(t), are a sensor observation
and a robot state observed at time ti, and actions and
corresponding target signal in time period t ∈ [ti, tf ].
Algorithm 1 summarizes the learning of physics-informed
model.

Once the robot learns how its sparse control affect the wave,
ζ, through z, optimal actions can be selected according to
Model Predictive Control, as explained below.

Fig. 2. Encoding Scheme. Left: Sensor observation X(ti) of the PDE
ζ is encoded by W to the latent initial condition g(x̄, ti) and exogenous
function l(x̄). Right: sequences of robot configurations, d(ti), d(ti+1), · · · ,
produced by agent’s actions, ai(t) are individually encoded to latent control
functions c(x̄, ti), c(x̄, ti+1), · · · .

Algorithm 1 Learning Physics-Informed Model
Require: Training data, I, (cf., Eq. (11)), parameters of Wµ

and Dϕ, denoted by θ = (µ, ϕ), and design dynamics F .
1: Randomly initialize θ
2: repeat
3: Sample a data point from I: {Eq. (11)}

X(ti), d(ti), a(t), σ(t) ∼ I
4: Encode a Sensor Reading (wave image): {Eq. (6)}

gµ(x̄, ti), lµ(x̄) = Wµ(X(ti))

5: Integrate a Design Trajectory from d(ti):
d(t) = d(ti) +

∫ tf
ti

F (d(t′), a(t′))dt′

6: Encode a Design Trajectory: {Eq. (7)}
cϕ(x̄, t) = Dϕ(d(t))

7: Integrate a Latent Trajectory from g(x̄, ti):

zθ(x̄, t) =

gµ(x̄, ti) +

∫ t

ti

NΓ(z(x̄, t′); cϕ(x̄, t
′), lµ(x̄), t

′)dt′

8: Calculate the Prediction Loss: {Eq. (8)}
loss(θ) =

∫ tf
ti

(
T
(
zθ(x̄, t

′)
)
− σ(t′)

)2
dt′

9: Perform Gradient Descent on loss(θ)
10: until Convergence
11: return W ∗

µ , D∗
ϕ

B. Model Predictive Control of Wave Energy

We apply MPC [41]–[43] for control of wave energy over the
time interval [ti, tf ], by dividing a control trajectory, a(t), to
a sequence of Na piece-wise constant actions, a(t) = {aτ :
if tτ ≤ t < tτ+1 ∀τ}. This time discretization leads to a

series of time intervals ∆τ = (tτ+1 − tτ ), with boundary
conditions tτ=1 = ti and tτ=Na+1 = tf , which reflects the
slow time scale of robotic actuation in comparison to the
high speed of wave propagation. The objective below with
the reference control signal σ∗(t), allows for the derivation



of the optimal control sequence {a∗τ}
Na
τ=1:

min
{aτ}Na

τ=1

∫ tf

ti

||T (z(x̄, t′))− σ∗(t′)||2dt′ + β

Na∑
τ=1

||aτ ||2∆τ

(12)

s.t.

{
∂tz(x̄, t) = NΓ(z(x̄, t); cϕ∗(x̄, t), lµ∗(x̄), t)

z(x̄, ti) = gµ∗(x̄, ti)
(13)

where the constraints are the latent 1D dynamics with the
optimal parameters θ∗ = [µ∗, ϕ∗] in Eq. (9)-(10), in addition
to F, which is known to the agent. The agent’s power is
constrained through hyperparameter β.

To the best of our knowledge, this proposed solution has not
been studied prior to our work, while the most relevant works
[37], [38] considered ODEs only, which is a restricted class
of dynamics. Moreover, there are no efficient data-driven
methods for controlling acoustic PDEs in open space with
sparse control and partially observable state.

VI. EXPERIMENTS

The goal of our experiments is to validate that the AEM
approach can effectively exploit prior knowledge about the
physical properties of a system governed by an acoustic PDE.
We demonstrate this by first showing that the model can
predict scattered energy in the domain for action sequences
extending far beyond its training horizon. Next, we show that
AEM can be effectively used with MPC on two benchmark
tasks in acoustics: energy suppression and focusing. We
compare our method to a ML approach (NODE) and a
ground truth solution derived by GBO.

A. Setting

The robotic actuator we consider in this environment is a
configuration of cylindrical scatterers. We assume that an
agent has the ability to manipulate by a(t), the radii and/or
position of d(t), which create time-variant boundary condi-
tions for the domain, Ω(d(t)) of wave propagation:

∂2
t ζ(x, t) = c2∂2

xζ(x, t) + f(x, t) ∈ Ω(d(t))

ḋ(t) = F (d(t), a(t)),

where ζ(x, t) and d(t) evolve in two different timescales:
fast and slow for wave and robot, respectively.

We conduct the experiments in a simulated open space with
size x ∈ [−15.0m, 15.0m] × [−15.0m, 15.0m], where the
excitation source creates a spherical wave in the domain (cf.,
Figure 1). Simulation of open space without wave reflection
from the boundaries is achieved through a PML [31], which
dissipates wave energy as it leaves Ω. Within NΓ we include
a trainable PML through l(x̄) which allows our agent to
explicitly model energy dissipation.

B. Robot Actuation

We vary the number of scatterers, denoted as M , and test
several configurations for robot actions. We use R, P, and
F to represent ”Radii Adjustment”, ”Positional Adjustment”,
and ”Full Adjustment” respectively:

TABLE I
STEADY-STATE SCATTERED ENERGY IN THE SIMULATED ENVIRONMENT.

THE STEADY-STATE ENERGY IS MEASURED FROM 0.10 TO 0.20

SECONDS OF TIME IN THE ENVIRONMENT. STATISTICS ARE COMPUTED

OVER 12 RUNS WITH RANDOMIZED INITIAL ROBOT CONDITIONS AND

FIXED SOURCE LOCATION AT (−10.0, 0.0).

Method Random NODE AEM GBO

Focusing (Higher is Better)
M=1 (P) 0.12± 0.03 0.17± 0.07 2.47± 1.91 N/A
M=2 (P) 0.35± 0.21 1.22± 1.22 7.54± 2.24 N/A
M=4 (P) 1.05± 0.46 1.45± 0.92 5.94± 1.90 N/A
M=2 (F) 0.87± 0.60 6.19± 1.51 8.49± 1.37 N/A

Suppression (Lower is Better)
M=1 (P) 3.00± 0.72 2.86± 0.53 1.08± 0.18 1.01
M=2 (P) 6.87± 1.89 4.40± 0.84 1.98± 0.38 2.13
M=4 (P) 10.04± 1.84 10.16± 2.11 3.78± 0.74 3.53
M=2 (F) 5.41± 1.33 3.48± 1.01 0.38± 0.02 0.38

1) Radii Adjustment (R) (Ring Configuration): This
setup features M = 19 scatterers arranged in a ring
formation with fixed positions. The actions in this
experiment involve solely adjusting the radii of the
scatterers.

2) Positional Adjustment (P): Here, scatterers have fixed
radii, and the agent can only change their positions.
We tested this configuration with M = 1, 2, and 4
scatterers.

3) Full Adjustment (F): In this scenario, the agent can
modify both the positions and radii of the scatterers.
We demonstrated performance for M = 2 in this
configuration.

C. Evaluation Tasks

We evaluate our model in both prediction and control.

• Long-Term Prediction: We compare predicted scat-
tered energy over a horizon of 200 steps (much beyond
the training horizon) between our model, the baseline
model, and the ground truth.

• Focusing: Concentrate the scattered energy within the
upper-right quadrant of the domain by the robots ac-
tions.

• Suppression: Minimize the total scattered energy
within the domain by the robots actions.

These tasks represent standard benchmarks and are fre-
quently used in acoustics research [8], [44]. We use Model
Predictive Control in both manipulation tasks.

D. Results

1) Long-Term Prediction of Scattered Energy: We assess
the robustness of our model by comparing its long-term
prediction capabilities to a NODE-based approach, as well
as an AEM-based approach that does not incorporate a
trainable PML inside NΓ. Figure 3 shows that AEM (PML)
follows the ground truth scattered energy compared to
NODE and AEM (No PML) which diverge. Our model
without a PML experiences rapid energy buildup because



Fig. 3. Long-term prediction of scattered energy over an episode of 0.2
seconds (200 action steps) for the ring configuration (R). The training
horizon for the models is 20 actions, which demonstrate generalization of
the model to unseen in training horizons.

it is unable to dissipate energy in z. The NODE model
also diverges from the ground truth signal and provides
no pathway to explicitly model energy dissipation. These
results highlight the critical role of including a PML in
NΓ when ζ occurs in open space. Table I shows that AEM
achieves similar results to the ground truth results by GBO
in the ’Suppression’ task, when a semi-analytical solution by
GBO is known in the literature, otherwise it is marked ’N/A’.

2) Focusing and Suppression of Scattered Energy: We uti-
lize MPC through optimization of Eq. (12) for both bench-
mark tasks. Figure 4 shows the results for the fully adjustable
configuration with two scatterers (F, M=2). The plot demon-
strates the advantages of our approach in both focusing
(top) and suppressing (bottom) scattered energy. In terms
of steady-state performance, our method achieves higher
focused energy and lower suppressed energy. Furthermore,
our approach exhibits better transient response time, reaching
steady-state faster than the other approaches. Similar trends
were observed across other scatterer configurations.

We compare the performance of our model against the
NODE-based approach with both models having an equal
parameter count of 2.7 million. Table I summarizes the
results of our MPC experiments. A random policy, and
gradient-based optimization approaches are also included as
part of the comparison. Our AEM model achieves good
performance on both benchmarks: for focusing, it yields
higher focused energy while maintaining comparable error
rates; for suppression, it attains lower suppressed energy
than NODE and Random control with the added benefit
of reduced error compared to other methods. For some of
the cases AEM achieves slightly better performance than the
steady-state GBO solution.

Fig. 4. Focused and Suppressed Scattered Energy. Both the positions and
radii of two fully adjustable scatterers are varied (F, M=2). Source is fixed
at location (-10, 0) throughout the simulations. Shading represents ± 0.5
standard deviation from the mean. The mean (solid lines) and variance are
calculated with 12 runs with randomized initial conditions. The dashed line
is for the ground truth by GBO.

VII. CONCLUSIONS

This work extends classical object manipulation in robotics
to the domain of acoustic waves. It opens new research op-
portunities at the intersection of robotics and acoustics, with
potential applications in such areas as ultrasound cutting,
energy harvesting, and the design of new acoustic materials.
This work provides proof of concept for the implementation
of a physically realizable robot for wave manipulation.
Importantly, the methodology is not limited to acoustics—it
can be adapted to other domains governed by PDEs.

We highlight the unique features of our approach, including
sparse robotic actuation under partial observability and a
fully interpretable, physics-constrained solution. This allows
for a trainable PML embedded within the AEM’s latent
space ensuring robust and accurate long-term predictions.
The proposed AEM allows to find a solution, which can be
derived only in particular cases with GBO. That makes AEM
a strong candidate in robot learning for PDE manipulation,
where interpretable and reliable methods are required.
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[30] Y. Zhang, P. Tiňo, A. Leonardis, and K. Tang, “A survey on neural
network interpretability,” IEEE Transactions on Emerging Topics in
Computational Intelligence, vol. 5, no. 5, pp. 726–742, 2021.

[31] J.-P. Berenger, “A perfectly matched layer for the absorption of
electromagnetic waves,” Journal of computational physics, vol. 114,
no. 2, pp. 185–200, 1994.

[32] S. G. Johnson, “Notes on perfectly matched layers (pmls),” 2021.
[Online]. Available: https://arxiv.org/pdf/2108.05348
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